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Abstract: The authors argue that to examine the relationship between technology use and student outcomes, the quality
of technology use—how and what technology is used—is a more significant factor than the quantity of technology
use—how much technology is used. This argument was exemplified by an empirical study that used both angles to
examine the association between technology use and student outcomes. When only the quantity of technology use was
examined, no significant association was observed. However, when the quality of technology was examined by
investigating the specific types of technology uses, significant association was identified between technology use and
all student outcomes. Furthermore, different types of technology use showed different influences on specific student
outcomes. General technology uses were positively associated with student technology proficiency, while
Subject-specific  technology uses were negatively associated with student technology proficiency.
Social-communication technology uses were significant positively associated with developmental outcomes such as
self-esteem and positive attitude toward school. Entertainment/exploration technology use showed significant positive
association with student learning habits. None of these technology uses had significant influence on student academic
outcome. Specific suggestions for integrating technology into schools and future research were provided.

Keywords: technology research, quantity vs. quality, technology use, student outcomes

1. Introduction

In the last two decades, generous investments have been made in educational technology around the world. For
example, the United States had invested more than $66 billion in school technology in just 10 years (Quality
Education Data, 2004). By 2004, China had spent 100 billion Yuan (about $13.2 billion) on educational technology
(Zhao, 2005), and the annual expense on educational technology was projected to reach 35.5 billion Yuan in 2007
(Okokok Report, 2005). The generous investments were supported by the strongly held premise that technology can
help students learn more efficiently and effectively, and as a result increase student academic achievement.

However, this premise on the crucial role of technology in student achievement has not been substantially
supported by empirical evidence. In fact, findings from different empirical studies focusing on the effect of
technology on learning have been inconsistent and contradictory. On the one hand, some studies have identified
significant positive impact of technology use on student outcomes in academic areas such as literacy development
(Tracey & Young, 2006), reading comprehension and vocabulary (Scrase, 1998; Stone, 1996), writing (Nix, 1998),
mathematics (Maclver, Balfanz & Plank, 1999), and science (Harmer & Cates, 2007; Reid-Griffin, 2003). In addition,
positive impacts have been identified in student developmental areas including attitude toward learning and
self-esteem (Nguyen, Hsieh & Allen, 2006; Sivin-Kachala & Bialo, 2000), motivation, attendance and discipline (e.g.
Mathew, 1997; Sheehy et al., 2005; Twining et al., 2006).

On the other hand, several other researchers argue that technology use may not have any positive impact on
student outcomes. For example, in March 2007, the Institute of Education Sciences (IES) released an influential
report titled Effectiveness of Reading and Mathematics Software Products: Findings from the First Student Cohort.
This study, intended to assess the effects of 16 computer software products designed to teach first and fourth grade

reading and sixth grade math, using a rigorous random assignment design, found that “test scores in treatment
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classrooms that were randomly assigned to use products did not differ from test scores in control classrooms by
statistically significant margins” (Dynarski, et al., 2007, p.xiii).

Furthermore, some studies suggest that technology use might even harm children and their learning (e.g., Healy,
1998; Stoll, 1999). A study of the Trends in International Mathematics and Science Study (TIMSS) reported that
technology use was negatively related to science achievement amongst eighth graders in Turkey (Aypay, Erdogan, &
Sozer, 2007). Another TIMSS study found that extensive use was related to lower science scores (Antonijevic, 2007).
Similarly, based on data collected from 175,000 fifteen-year-old students in thirty-one countries, researchers at the
University of Munich announced that performance in math and reading had suffered significantly among students
who had more than one computer at home (MacDonald, 2004).

Existing research on the relationship technology on student learning presents a mixed message (Andrews, 2007;
O’Dwyer, et.al, 2005; Torgerson & Zhu, 2003). Such mixed and often conflicting findings make it difficult to draw
conclusions about the effects of technology, to provide meaningful advice to those who make decisions about
technology investment in education, and to make practical suggestions for integrating technology into schools.

There are at least two problems contributing to the controversy over the relationship between technology use
and student outcomes. The first is that technology is often examined at a very general level (Zhao, 2003). Many
studies “treat technology as an undifferentiated characteristic of schools and classrooms. No distinction is made
between different types of technology programs” (Wenglinsky, 1998, p.3). We know that technology is a very broad
term that includes many kinds of hardware and software. These technologies may have different impacts on student
outcomes. Even the same technology can be used differently in various contexts to solve all kinds of problems (Zhao,
2003), and thus have “different meanings in different settings” (Peyton & Bruce, 1993, p.10). Treating technology as
if it is a single thing obscures the unique characteristics of different technologies and their uses.

The second problem is the focus of the studies. Most studies focus on the impact of the quantity of technology
use, in other words, how much or how frequently technology is used, but ignore the quality of technology use, that is,
how technology is used. For example, many studies examine the relationship between how much time students spend
on using computers or how often they use computers and their achievement (e.g., Du, Havard, Yu, & Adams, 2004;
Mann, Shakeshaft & Becker, 1999). However, research suggests that the quality of technology use is more critical to
student outcomes than the quantity (Burbules & Callister, 2000; Lei & Zhao, 2007; McFarlane, 1997). Thus, the
necessary next step is to examine how different uses of diverse technologies affect student learning.

This study investigates the relationship between technology use and student outcomes by comparing the
association between the quantity of technology and student outcomes to the association between the quality of
technology use and student outcomes. This approach differs from many previous studies in at least two aspects. First,
it studies technology at a more specific level instead of technology in general. Second, to better discern the quality of
technology use, this study focuses on different uses of technology rather than on specific technological objects such
as hardware or software. “Technology use” is the application of a technology function to solve practical problems
(Zhao, 2003). The focus is technology-in-context. Examining technologies from this angle allows us to discern the
different uses of the same technologies so that the nature of different technology uses can be better understood.
2.Methods

Participants were 7" and 8" grade students and teachers in a northwestern middle school in the United States.
This was a comparatively small school, with a total enrollment of 237 for two grades, and the student-teacher ratio
was 9.1. This school had rich technology resources such as one-to-one laptops. Data were collected through surveys
and interviews. Student GPAs were collected from their school records.

Survey
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The survey was administered twice, at the beginning and the end of the academic year. It included four sections.
The first section asked about demographic information including SES, grade, and gender. The second section
measured students’ information technology proficiency. The third section, student outcomes, included learning habits
and developmental outcomes. Developmental outcomes included self-esteem, attitude toward schooling, and social
skills. Questions in this section were Likert scale questions measured on a scale of 1-5 with 1 indicating “strongly
disagree” and 5 indicating “strongly agree”. Based on data collected from interviews, the fourth section, technology
usage, listed twenty-eight specific technology uses ranging from emailing and using PowerPoint for presentation to
playing games and creating websites. Participants were asked to rate how often they worked with each of these
technology uses. Academic achievement information (GPA) was collected from student report cards.

The survey was administered to all 237 students in this school. Among them, 207 students returned the first
survey, 208 students returned the second survey, and 177 students filled out both surveys. Data from students with
more than one third of all responses missing were deleted (N=34), and data from special education students were
deleted (N=10) because the only technologies they used were assistive technologies, which were not included in this
study. Therefore, altogether 133 students’ data were retained for final data analysis. Of the 133 students, sixty-four
(48%) were male, sixty-nine (52%) were female, sixty-four (48%) were 7" graders, and 69 (52%) were 8" graders.

Data Analysis

Reliability Check. Reliability was checked for researcher designed scales. The reliability of the student
Technology Proficiency Scale, Learning Habit Scale, and Developmental Outcome Scale was 0.77, 0.77 and 0.90,
respectively.

Categorizing Technology Use. The twenty-eight specific technology uses in section four of the survey were
categorized into five groups according to the purposes and nature of use. Subject-specific technology uses included
technology uses related to subject content. Social/communication technology uses included technology usage for
communication or social interaction purposes. Construction technology uses included technology uses that created
products. Entertainment/exploration technology uses included technology uses for fun and self-interest. General
technology uses included technology that can be applied to any content area and for any purpose.

Linear Regression analyses were conducted to examine the relationships between technology uses and student
outcomes. Interview data were coded and analyzed according to specific research questions.

3. Results

This section first examines the relationship between the quantity of technology use—how much time was spent
on computers on student outcomes, and then examines the relationship between the quality of technology use—how
technology was used and student outcomes.

The quantity of technology use and student outcomes

Time spent on computers everyday

Descriptive analysis results revealed that, as shown in Table 2, 32.3% of the students spent less than two hours a
day on computers, 30.8% of the students spent about two to three hours a day on computers, and 36.9% of them
spent more than three hours a day on computers.
Table 2: Time Spent on Computers

Time Percent of Students
Less than one hour 7.7%
About 1-2 hours 24.6%
About 2-3 hours 30.8%
More than 3 hours 36.9%

The relationship between the quantity of technology use on student outcomes.
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To examine the relationship between the quantity of technology use and student outcomes, regression analysis
was conducted to analyze how the time spent on computers affect each of the four student outcomes: GPA,
technology proficiency, learning habits, and developmental outcomes.
Table 4: Relationship between the quantity of technology use on student GPA

B Std. Error t p
(Constant) 279 77 1.58 .120
how much time do you spend on

-.074 .052 -1.41 .164

computers everyday?

Table 4 shows that how much time spent on computers everyday was not significantly associated with
student GPA (P =.12). In other words, no strong association was identified between the quantity of technology use
and student GPA.

Similarly, regression analyses revealed non-significant relationship between the quantity of technology use
and student technology proficiency (R? = .01, B = 0.2, p = 0.27), learning habits (R? = .01, B = 0.06, p = 0.26), and
developmental outcomes (R? = .01, B = 0.08, p = 0.20).

In summary, when only looking at the quantity of technology use, data analyses revealed no significant
relationship between technology use on student outcomes.

The quality of technology use and its relationship with student outcomes

This section examines the relationship between technology use and student outcomes from another angle:
the quality of technology use, that is, how technology was being used. Specifically, regression analyses were
conducted to examine if students outcomes were affect by the five types of technology uses: general technology use,
subject-specific technology use, social-communication technology use, construction technology use, and
entertainment/exploration technology use.

Relationship between different technology uses and student academic achievement

Table 5 presents the results of regression analysis on the relationship between different technology uses and
student academic achievement, as represented by student GPA. Effect sizes are also included to show the strength of
the relationship.

Table 5:Relationsihp Between Technology Uses and Student GPA

Regression coefficient t p
Effect
B SE(B) Effect size
(Constant) 5.735 2.243 2.56 012
General tech use .092 .159 0.10 .58 .565
Subject-Specific tech use .023 .103 0.04 22 .828
Social-Communication tech use 120 .099 0.21 1.21 .230
Construction tech use .002 .098 0.00 .02 .982
Entertain/Explore tech use -.129 .095 -0.24 -1.36 77

As shown in Table 5, using technology for social-communication purposes had some positive influence on
student GPA. Although this influence was not statistically significant, an effect size of 0.21 on GPA was noteworthy
compared with a possible 0.33-0.50 effect size gain on student performance based on “everything that happens to a
student” (Kane, 2004, p.3) across one academic year. This association was probably the result of student using
social-communication technologies to communicate with teachers regarding assignments and questions on lectures.

With these means of communication, students could receive responses more quickly than with traditional methods.
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Social-communication technologies also provided students more opportunities and avenues to ask questions. A
number of teachers mentioned that they often received e-mail messages from students who were too shy to ask
questions in the classroom. Students also mentioned emailing their teachers during the interviews. They reported that
it was easier and more convenient to ask questions or set appointments with teachers through e-mail.

Entertainment-exploration technology uses were a negative associated with student GPA (ES = -0.24, p >
.05). This was likely the result of using study time for entertainment. The more time spent on these technology uses,
then the less time left for learning. In the interview, students talked about “other students” who spent too much time
playing computer games and commented that that was not good for their learning.

It should be acknowledged, however, that the relationships between student GPA and technology uses
identified in this study were not necessarily causal, but associative in nature. This applies to other relationships
identified through regression analysis in this study.

Relationship between technology uses and student technology proficiency

A regression analysis was conducted to examine the relationship between different technology uses and
student technology proficiency. As shown in the following two tables, this regression model was statistically
significant (P < .05) and it explained 14.3% of the total variation.

Table 7: Relationship between Technology Use and Student Technology Proficiency

Effect Regression coefficient t p
B SE(B) Effect size
(Constant) 8.051 1.995 4.036 .000
General tech use 1.416 774 0.32 1.829 071
Subject-Specific tech use -1.291 533 -0.43 -2.422 .017
Social-Communication tech use -.280 .504 -0.10 -.555 .580
Construction tech use -.596 495 -0.21 -1.206 231
Entertain/Explore tech use 322 449 0.13 718 474

As shown in Table 7, general technology use had a marginally significant influence on student technology

proficiency (t=1.83, P = .07), while subject-specific technology use had a significantly negative influence on student
technology proficiency (t= -2.42, P < .05). This is understandable in that when using more general technologies, the
tasks are not certain, the technologies vary, students often have to explore new features of certain technologies, and
thus have the opportunity to learn more about technology. However, when they use subject-specific technologies to
learn, the tasks are focused on specific subject content, and the procedures to accomplish the tasks are generally
similar. Therefore, once students know how to follow these procedures there are no more technological challenges
and no opportunities to expand technology knowledge and skills.

Relationship between technology uses and student outcomes:

The relationship between technology use and student learning habits and developmental outcomes was also
examined by using regression analysis. To better compare the relationships between different technology uses on
different student outcomes, the following table summarizes the overall findings:

Table 8: Relationships between Technology Uses on Student Outcomes (Effect Size)

Student Outcomes GPA Technology Learning Developmental
Proficiency Habits Outcomes
Student Tech Uses
General tech use 0.10 0.32 0.11 -0.03
Subject-Specific tech use 0.04 -0.43* 0.04 -0.03
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Social-Communication tech use 0.21 -0.10 -0.09 0.35*%

Construction tech use 0.00 021 -0.16 0.00

Entertainment/Exploration tech use -0.24 0.13 0.51%* -0.08

Note: *: 0.01 < p<0.05 **:p<0.01

Table 8 lists the effect size of the regression coefficient of each technology use on every student outcome.
Results in Table 8 show that different technology uses have different influences on specific student outcomes.
General technology uses were positively associated student technology proficiency, but the influence on other
outcomes was minimal. Subject-specific technology use had a significantly negative association with student
technology proficiency. In addition to the noticeable positive association with student academic achievement,
social-communication technology use had a significantly positive influence on student developmental outcomes (ES
=0.35, p <.05). Itis arguable that the more students used technology for social-communication purposes, the more
they felt socially connected, a very important feeling for teenage students who need support from their peers and
adults (Wighting, 2006).

Entertainment-exploration technology use significantly influenced student learning habits (ES = 0.51, P <
.01). In the interview, students reported that entertaining activities and exploring with technology could help them
organize their learning tasks better. For example, remembering and following rules in computer games may help
students follow instructions in classrooms more efficiently, and ease in following directions should be beneficial to
students’ attaining learning outcomes. However, it seems this potential advantage was nullified or even outweighed
by the consequences of spending too much time on entertainment-exploration technology use.

4. Conclusions and Implications

This study investigated the relationship between technology use and student outcomes by examining both
the gquantity of technology use—how much time was spent on computers and the quality of technology use—how
technology was used. When only examining how much time was spent on computers, no significant relationship was
found between technology use and any student outcomes. However, when how technology was used was examined,
significant association was identified between technology use and most student outcomes. General technology use
helped improve student technology proficiency, while subject-specific technology use significantly impeded the
development of technology proficiency. Social-communication technology uses had a significant positive association
with student developmental outcomes and a moderate positive association with student academic achievement.
Furthermore, the same type of technology uses had different influences on different student outcomes. For example,
entertainment-exploration technology uses helped improve student learning habits. However, it might affect student
academic achievement if too much time is spent on using technology for entertainment.

Findings from this study have significant implications for policy-making, research and practices regarding
technology integration in schools. (1) Focusing the quality of technology use. Results from this study suggest that
technology can have significant influence on student outcomes, but the influence depends not only on how the
technology was used, but also on how the influence was examined and measured. This calls for more emphasis on
the quality of technology use in both research and practices. For technology to have meaningful impact on teaching
and learning, close attention must be paid on the quality of technology use: how is it being used, what is used, and for
what purposes. (2) Be realistic about the impact of technology. Results from this study show that student academic
outcome (GPA) may not be easily improved through the use of technology. This is probably because student
performance, especially academic outcomes measured by GPA, is influenced by many factors. Technology usage is
just one of these factors. The association between technology use and student outcomes is not determined merely by

the particular technology uses, but is mediated by environmental factors, the users, the technology, and the constantly
527



GCCCE2010

changing interactions and mutual influences. Therefore, it may be unrealistic to expect dramatic changes in student
performance through one or two specific technology uses. (3) Set specific educational goals for technology use.
Because different technology uses have different influences on student outcomes, to facilitate technology use in
schools and to accurately assess the effectiveness of specific technology uses, it is important to set clear educational
goals even before technologies are purchased and installed.

Suggestions for future research: Additional research needs to be conducted along the following lines. First,
to identify more effective technology uses. Technology has the potential to improve teaching and learning. However,
for this potential to be realized, it must be “properly used”. More research on effective technology usage is required
to help policy-makers, educators and practitioners understand what technology uses are “proper use” of technology
so that the potential benefits of technology can be reaped by teachers and students alike. Second, the effectiveness of
technology use is contingent on the specific student outcomes. Academic achievement should not be the only
criterion for evaluating the meaningfulness or effectiveness of technology use. Some other outcomes are also
important components of school education including student behavior, attitude, self-esteem, digital literacy, and
career aspiration. Exploration of these aspects can help enhance the effectiveness of using technology to help to
develop complete learners. Third, there is a need to explore and develop evaluation methods and instruments that
evaluate student learning with technology. Student technology use and learning is experience-related and at times
hidden or subtle; consequently, it cannot be assessed through traditional outcome evaluation. Some alternative
assessment methods such as performance assessment, essays and portfolios might be more effective in assessing
student learning with and about technology. Fourth, this study examined the quality of technology use by looking at
five types of technology use. This categorization was helpful in this study to reveal the critical difference between the
quantity and the quality of technology use, but it also had some limitations. For example, since each type of
technology uses was consisted of several specific technology uses, the grouping might have canceled out the
differences among these specific technology uses. Research needs to further explore effective ways to measure the
quality of technology use.
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Abstract: This study examines the reliable and validity of Web-based portfolio self-assessment. The research samples
consists of thirty-six students who take “Computer Application” course of the second grade in some vocational high
school. The students use the Web-based portfolio assessment system for creating their portfolio, emulating peers’
portfolio, and performing self-assessment. The results demonstrate that there exists a high consistence between the
two self-assessment. There exists a high consistence and no significant difference between student self-assessment
and teacher assessment. The consistence between peer-assessment and test score is high, meaning the Web-based
portfolio self-assessment may reflect learning achievement. In short, Web-based portfolio self-assessment has
adequate reliable and validity.

Keywords: Portfolio, Web-Based Portfolio, Web-Based Portfolio Assessment, Self-Assessment
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Abstract: Modern poetry teaching focuses on how to instruct students to catch the imagery in the poem, which
includes form understanding and content appreciating. Through learning, students can realize the beauty of emotion
and spirit. However, modern poetry usually has complex structures with various lengths and rhetoric skills, and
appreciating the contents of modern poetry needs more background knowledge. Therefore, students are usually
unable to realize the meaning and imagery of modern poetry. In order to motivate students to learn understanding
and content appreciating of modern poetry, we analyzed the methods of appreciation to build the appreciation
ontology. In addition, the model essay teaching was conducted to guide the student to appreciate the form of modern
poetry. We proposed “model essay guided form appreciation” and “intention finding for content appreciation” to
assist learner appreciating modern poetry. The experiment conducted the questionnaire analysis for students and
teacher interview. To evaluate the performance of this system, students are invited to do questionnaire survey and
Chinese teachers of a high school are invited to do teacher interview. Through this system, students not only
understand the form of modern poetry, but also bring out the imagination and feeling of the modern poetry. In
addition, learning can be conducted from anywhere and anytime. The interactions of teachers and students can
further assist teachers assess the learning achievement of students easily.

Keywords: modern poetry appreciation, ontology, model essay guided form appreciation, intention finding for
content appreciation
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A Review of the Strategies for Output Correctness Determination in Automated Assessment
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Abstract: Automated program assessment systems are very useful in enhancing the learning of computer
programming, but they typically suffer from technical limitations in the determination of the correctness of student
program outputs. This paper reviews the various strategies used in practice to address the problem, contributes to
better-informed evaluation of different solutions, and highlights recent advances that are promising in improving
existing systems and reducing the efforts spent by instructors.

Keywords: Automated assessment system, pattern-oriented software testing, program assessment requirements,
program testing and validation, token pattern

1. Introduction

The worldwide trend of large classes in computer programming courses has stimulated the development of
automated learning and assessment systems in many universities (Ala-Mutka, 2005). These systems vary in their
capabilities, but they are popularly used for automatically assessing student programs (Higgins et al., 2002; Joy et al.,
2005; Nazir et al., 2005). In practice, since holistic assessment of student programs cannot be fully automated,
existing systems typically avoid those aspects of programs that are hard to be assessed automatically and objectively,
such as programming style and the interpretation of comments in code (Yu et al., 2006).

One common aspect assessed by automated systems is the functional correctness (or simply correctness) of
students’ programs, typically by means of testing. Automation of test execution is relatively unproblematic;
however, determination of the correctness of program outputs is far from straightforward (Luck & Joy, 1999). The
primary difficulty is that different correct (or acceptable) solutions to the same programming exercise may not
always produce exactly the same output (Tang et al., 2009a). Thus, a student program manually judged by the
instructor to be correct might be inappropriately rejected by an automated assessment system. This technical
limitation definitely needs to be addressed as it has given rise to many educationally undesirable effects in teaching
and learning that can substantially compromise these systems’ benefits (Tang et al., 2009b).

While the output correctness determination problem has been widely recognized, existing work tends to ignore
or avoid it, or consider it lightly often as a side issue in conjunction with a bunch of other unrelated issues and with
little reference to others’ solutions. In the literature, reports on strategies to deal with the problem have been
scattered, rendering them hard to be evaluated by educators and researchers.  This paper serves to provide a concise
review of the varied strategies in use, and highlights recent advances in this regard.

*

This work is supported in part by grants (project numbers 123206 and 123207) from the Research Grants Council of the HKSAR, China.
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2. The Problem and an Example

In assessing the correctness of a student program automatically by means of testing, the most critical problem is
to determine if the program’s actual output in every test run is correct. The output correctness determination
problem is known as the test oracle problem in software testing (Zin & Foxley, 1996; Shukla et al., 2005).

Without automation, the instructor tends to either browse through the program listing looking for obvious faults
and, if at all, execute each program manually against only a few test cases. Thus, output correctness is judged
manually by the instructor, and he/she ultimately decides the correctness criteria. Manual assessment is not only
tedious, but also error-prone. Moreover, the correctness criteria often become inconsistent, particularly when the
workload of assessing a large number of programs is shared among different assessors.

On the other hand, automated assessment systems will be tireless, able to assess a large number of programs
using a much larger set of test cases and with strictly consistent criteria (Nazir et al., 2005). However, currently
most systems employ the output comparison method, which works by matching the actual output texts with the
expected (Ala-Mutka, 2005). Unfortunately, a naive implementation of the method would render the assessment
too inflexible, since any slight deviations from the expected output would not be tolerated (Luck & Joy, 1999).
Even when enhanced with simple filters or sophisticated parsing tools, many existing systems are still complained by
students to be “too fussy” or “too picky with spaces” (Joy et al., 2005), or to cause frustration and confusion, as
evidenced by comments like “Sometimes it is right to you but wrong to the automark” (Suleman, 2008).

To illustrate some common issues in output correctness determination, we shall use the programming exercise
(Exercise 1) in Figure 1 as a running example throughout this paper.

When a student’s program is executed with the sample input in Figure 1, the actual output is of course correct if
it is exactly the same as the sample output, but it is not unusual for another correct program solution to give a slightly
different output, such as those produced by programs Prog-A, Prog-B and Prog-C in Figure 2.

Notice that all three programs in Figure 2 compute the correct answers but produce slightly different outputs: (1)
Prog-A outputs all words in lower case and omits many blank spaces, (2) Prog-B prints a colon instead of the equal
sign and the full name of units instead of their abbreviations, and (3) Prog-C misspells the word Average and
expresses the number of seconds in one decimal place. Although the output of Prog-A is not very legible due to the
missing blanks, and the misspelling of the word Average by Prog-C is clearly a mistake, most instructors would
consider that these deviations are relatively insignificant and the three programs are acceptable. A human assessor
can therefore exercise discretion to mark these programs as correct (perhaps imposing a small penalty). An
automated assessment system, however, is not always able to recognize these deviations as insignificant and,
consequently, may simply reject these programs as incorrect, resulting in a much heavier penalty. This mismatch
between human and automated assessment frequently causes students’ frustration (Tang et al., 2009b).

Exercise 1 Write a program that reads a distance (in kilometers), followed by the average speed (in kilometers per hour)
travelled in a journey, and calculates the time (in hours, minutes and seconds) taken for the travel.
Sample input
125 90
Sample output
Distance = 125 km
Average speed = 90 km/h
Time taken = 1 h 23 min 20 s

Figure 1. An example programming exercise.
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Prog-A Prog-B Prog-C
distance=125km Distance: 125 kilometers Distance = 125 km
average speed=90km/h |[Average speed: 90 kilometers/hour Averge speed = 90 km/h

time taken=1h23min20s|Time taken: 1 hours 23 minutes 20 seconds |Time taken = 1 h 23 min 20.0 s

Figure 2. Actual outputs of some programs corresponding to the sample input “125 90”.
3. Strategies for Output Correctness Determination

3.1. Basic Character Matching

A primitive implementation of output comparison is to match the actual and expected outputs character by
character, using system utilities such as diff (Luck & Joy, 1999) or cmp (Harris et al., 2004). Thus, basic
character matching considers an actual output correct if and only if it is exactly the same text string as the expected
output. This method works adequately for programs that, by nature, demand strict conformance to exactly one
correct output. Examples are encoding of input texts into a compressed string using a given deterministic algorithm,
or into bit streams that satisfy a certain protocol for communication through a network.

3.2. Simple Character Filtering and Conversion

Most exercises in programming classes tend to mimic daily applications where many variants of outputs are
acceptable. In particular, minor deviations (such as different character cases or spacing) are commonly tolerated.
Thus, in practice, basic character matching is seldom used alone, but is usually supplemented by some simple
character filtering and conversion rules. For example, TRY includes a utility program try_deblank (Reek, 1989)
to make the output comparison less sensitive to blanks and empty lines, and BOSS (Luck & Joy, 1999) uses a Unix
Shell script to preprocess program outputs to ignore whitespace and case sensitivity. This approach is still
commonly used in many existing systems. However, the rules for such processing are ad hoc and unsatisfactory,
and different exercises may require different rules. PASS (Yu et al., 2006), for instance, provides a list of rules
from which the instructor may select, such as filtering only the beginning empty lines.

3.3. Prescribing Highly Detailed Specifications

Many instructors spend extra efforts to avoid the output variation problem by prescribing unusually detailed and
highly precise output requirements, hopefully to ensure that the correct outputs are unique. Students are also
warned in advance that their programs will be rejected by the system unless strict conformance is achieved. For
example, a student documentation for the Curator Grader (Curator, 2009) explicitly warns, “If you do have extra
lines or missing lines, then the Grader may compare the wrong lines and you will receive a very low score.” It even
stresses, in bold type font, the need to “follow the project specifications for output precisely!”

Specifying the outputs very precisely and demanding strict compliance to formatting requirements may reduce,
but not eliminate, misunderstanding. Moreover, an overly detailed specification can be time-consuming to define,
and can become so restrictive that it inhibits creativity, distracts students from the essentials of the exercise, and
sometimes is infeasible for certain types of exercises (Jackson, 1991). The “warned-you-before” strategy helps

reduce students’ complaints, but not their frustration (Tang et al., 2009b).
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3.4. Instructor-provided Stub

Other than preprocessing, one way to achieve uniform output format for easy match by an automated system is
to provide the interface for a stub (an instructor-defined function) that students must invoke when producing output
from their programs (Reek, 1989). Figure 3 shows a sample stub for Exercise 1. Figure 4 shows an extract of a
student program that invokes the stub. In a sense, this strategy not only defines a highly precise output format (in
the form of code), but actually obviates the need for students to code the output.

void Display: :printOutput (int distance, int speed, int hour, int minute, double second) {
cout << "Distance = " << distance << " km" << endl;
cout << "Speed = " << speed << " km/h" << endl;
cout << "Time taken = " << hour << " h ";
if (minute < 10) cout << "0"; // output a '0' before single digit minute output
cout << minute << " min ";
if (second < 10) cout << "0"; // output a '0' before single digit second output
cout.setf (ios _base::fixed, ios base::floatfield);
cout.precision(2); cout << second << " s" << endl;

}

Figure 3. A stub program to be invoked by students to produce output for Exercise 1.

int main () {
int distance, speed, hour, minute; double second;
Display disp; // stub provided by instructor
// student’s code to compute the time taken in hour, minute & seconds
dlsp printOutput (distance, speed, hour, minute, second); // invokes instructor’s stub

Figure 4. A student program that invokes the stub in Figure 3 to produce output.

3.5. Instructor-designed Driver

The instructor can make up exercises that require students to code a function or partial program instead of a
complete program that produces console output (Ala-Mutka, 2005). Thus, output checking reduces to verifying the
return values of well-defined data types from the function. The instructor has to design a driver that invokes
students’ code and then either (1) directly verifies students’ computed return values, or (2) outputs the return values
in a uniform format for automatic output comparison. The driver serves as a test oracle in the former case and a
wrapper in the latter case (Shukla et al., 2005). Systems that adopt this strategy include HoGG (Morris, 2003) and
Scheme-robo (Saikkonen et al., 2001). The wrapper/stub strategies can also be adapted to assessment of graphical
user interface (GUI) programs by converting their 1/0s into text streams (English, 2004).

While the driver/stub strategies are commonly used in data structure or object-oriented programming courses
which stress the separation of presentation and computation logic (Tremblay et al., 2008), they are not applicable to
all exercises. For example, for exercises like “write a program to generate a multiplication table”, there are no
obvious return variables for correctness checking, and providing an output formatting stub defeats the exercises’
purposes. These strategies are “too invasive”, as students are “told not only the existence of the [automatic] grader,
but also the exact information to pass to it, and (in some instances) the exact point in their programs at which the call
must be made” (Jackson, 1991). These strategies may have side-effects that disclose unintended hints to the
expected form of solution, confining the way that students work on the problem (such as pre-defining the exact
internal data structure) and limiting students’ creativity (Tang et al., 200b). Finally, the driver/stub strategies
require time-consuming effort in developing extra code specifically for every exercise.
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3.6. Unit Testing Framework

Recent advances in the software testing field and test-driven software development have resulted in the
popularity of generic unit testing frameworks, most of which are descendants or variants of JUnit. In these
frameworks, a “test case” is implemented as a test method, which invokes the program unit under test and verifies the
correctness of its actual return value(s) via assert statements (such as assertEquals Of assertTrue),
typically by comparing with its expected return value(s) included as parameter(s) of the assert statements. Many
new automated systems, including Web-CAT (Edwards, 2003), AutoGrader (Helmick, 2007) and Oto (Tremblay et
al., 2008), have incorporated the concepts or operation of JUnit or similar frameworks.

Figure 5 shows a JUnit test method for checking the time taken for travel, produced as return values computed
by a student program for Exercise 1. Here students are required to implement the class TimeCalcImpl. The
test method testTime passes the “input” values to tc, an object of the class TimeCalcImpl, by invoking the
method tc.setDistanceSpeed. The test method then checks, via assertEquals statements, the values of
the computed hour(s), minute(s) and second(s) returned by the methods tc.getHour, tc.getMinute and
tc.getSecond, respectively. Such an implementation essentially employs the driver strategy. Thus, using a
generic unit testing framework reduces, but not eliminates, the custom code written by the instructor.

import org.junit.*;
import static org.junit.Assert.*;
public class TimeCalcTest({
@Test
public void testTime () {
TimeCalc tc = new TimeCalcImpl () ;

tc.setDistanceSpeed (125, 90); // set distance and average speed
assertEquals(l, tc.getHour()); // check the return value of hour
assertEquals (23, tc.getMinute()); // check the return value of minute
assertEquals (20, tc.getSecond()); // check the return value of second

Figure 5. A JUnit test method for testing a program solution for Exercise 1.

3.7. Use of Regular Expression

Prescribing highly precise specifications or checking return values actually try to avoid, rather than solve, the
problem of output variation (Saikkonen et al., 2001). Drivers/stubs and unit testing frameworks test individual
subprograms, not complete programs that students in introductory programming classes normally write. In fact, as
long as some variations in outputs are allowed, the need for a non-trivial output comparison method remains. For
example, Exercise 1 has not specified the exact format when the time taken is not an integer. Instructors often
accept the number of seconds whether rounded to (1) an integer, (2) one or two decimal place(s), or (3) three
significant figures. (An air-tight specification would include an undue amount of details to specify the exact format
for the above and many other cases.) To allow for this flexibility, the code for handling these variations may be
embedded in the driver, stub or assert statements, all of which need to be custom written by the instructor for
every exercise. As such, a lightweight approach is desirable to simplify such tasks. One way is to use regular
expressions. Figure 6 shows some regular expressions designed to match the program outputs for the sample input
in Exercise 1. Note that the outputs of both Prog-A and Prog-B will then be judged to be correct accordingly, but

the misspelt word in Prog-C is still considered unacceptable.
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[Dd]istance\s*[:=]\s*125\s* (km|kilometer|kilometers|kilometre|kilometres)
[Aa]verage\s* [Ss]peed\s* [:=]\s*90\s* (km|kilometer|kilometers|kilometre|kilometres)/ (h|hr|hour)
[Tt]ime\s*taken\s*[:=]\s*1\s* (h|hr|hrs|hour|hours)\s*

23\s* (m|min|mins |minute |minutes)\s*20(.].0].00)\s* (s|sec|secs|second|seconds)

Figure 6. Regular expressions for determining the correctness of outputs in Exercise 1.

Regular expressions can be used as part of the output comparison module in an automated system, such as the
“oracle” program in Ceilidh (Zin & Foxley, 1996), or with a unit testing framework, as in HoOGG (Morris, 2003).
Although regular expressions are simpler than program code, they can become quite clumsy as more variations are
allowed. Moreover, writing regular expressions for every test case is still a tedious task.

3.8. Use of Parser Tools

Jackson (1991) proposes the use of the lightweight parser tools, lex and yacc, in Unix systems. Using lex, a file
(lex script) is prepared containing the definition of lexical items in the actual output string. This file is
automatically transformed by lex into a program that returns the tokens extracted from the actual output.
Meanwhile, a file (yacc script) is also prepared that defines the actions to be taken when a token (returned by the lex
produced program) is encountered. Together, a few lines of lex and yacc scripts are often adequate to specify and
generate a pattern recognizer of much greater flexibility than with regular expressions alone. For details, an
extended example can be found in (Jackson, 1991). However, even though writing these scripts may be relatively
easy for people who are proficient in lex and yacc, others may not wish to learn these tools solely for the purpose of
specifying output variations for automated program assessment systems.  Thus, though powerful, this approach has
apparently not been widely adopted.

3.9. The Token Pattern Approach

Recently, Tang et al. (2009a) have developed a token pattern approach. They propose to decompose the output
string into groups of successive characters, called tokens, that represent meaningful pieces of information. A token
pattern refers to a string of tokens automatically extracted from the expected output, each having a type, value and
associated (default) matching rule(s). Matching rules are the criteria for determining correctness when the token is
compared with the actual output. If the instructor is not satisfied with the default rules associated with some of the
tokens, he/she may fine-tune them via a GUI. As an illustration, Figure 7 depicts part of a token pattern that
corresponds to the last line of the sample output in Exercise 1.

In Figure 7, each token is shown as a rounded rectangular box. The first token has type “character” and value
“time”. The rule “Ignore case” means that matching is case-insensitive, and “Correction” means that small
deviations (such as minor spelling errors) are tolerated subject to automatic correction based on a built-in dictionary.
The second token has type “whitespace” and is “lgnored” during matching as long as at least 1 whitespace
character exists in the actual output token. The second token in the second line has type “character”, and its value
can be any element of an external list named H_LIST, which contains all acceptable labels for the unit hour (such
as h, hr or hours). Thus, matching succeeds when the actual output has any such acceptable label as value, after
ignoring case sensitivity and applying dictionary-based correction. The first token in the third line has type
“double” (double precision) and a value of 20.0. Matching succeeds with any number equal to 20.0, up to a
“Precision [of] 2 d.p. (decimal places)”. Other tokens may be similarly interpreted.
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( N\ ( N\ N\ N\ N\ N\ )
Type character whitespace character whitespace punctuation whitespace Integer
Value time Space qty: 1 taken Space qty: 1 = Space qty: 1 1
Ignore case Ignore Ignore case Ignore Ignore Ignore
Rule(s)
Correction Correction
\_ J O\l J O\l /U /U /0 J
( N\ ( N\ N\ ( N\ ( N\ N\ )
whitespace character whitespace Integer whitespace character whitespace
Space qty: 1 H_LIST* Space qty: 1 23 Space qty: 1 M_LIST* Space qty: 1
Ignore Ignore case Ignore Ignore Ignore case Ignore
Correction Correction
. J J J AN /U /0 J
( N\ N\ N\ N\ )
double whitespace character whitespace whitespace *H_LIST, M_LIST, S_LIST
20.0 Space qty: 1 S_LIST* LF CR are lists of acceptable labels for
Precision Ignore Ignore case Ignore Ignore the units hour, minute and
2d.p. Correction second, respectively.
\_ J O\l J O\ /U J

Figure 7. A partial token pattern derived from the last line of the sample output in Exercise 1.

The token pattern approach is flexible as it allows fine-grained matching rules for each token by the instructor
using a GUI, without writing any programs or scripts.  Currently, a prototype is under development, and preparation
of the evaluation of its practical effectiveness is underway (Tang et al., 2010).

4. Summary and Conclusion

We have described the output correctness determination problem in automated program assessment systems.
Using Exercise 1 in Figure 1 as a running example, we have systematically reviewed the various strategies used in
practice to address the problem. In summary, the use of basic character matching and ad hoc character filtering or
conversion strategies alone are unsatisfactory, and have been shown to bring about undesirable pedagogical issues
such as student frustration and confusion (Jackson, 1991; Tang et al., 2009b).  An adequate amount of precision and
details in program specifications are certainly necessary, but prescribing excessive precision and details in an attempt
to produce a unique correct output for each input is shown to be problematic.

Many instructors avoid the output variation problem by designing custom drivers/stubs, or by using a unit testing
framework (such as JUnit). These strategies work fine for some types of programming exercises, but in other
situations, they are considered too invasive, as explained in Section 3.5. More importantly, as long as non-trivial
output variations are tolerated, the correctness determination problem remains. Some systems make use of regular
expressions or parser tools, but again they require the instructor to write a script for every test case, which remains a
tedious task even though writing these scripts may be easier than coding programs, drivers or stubs. Recently, a
token pattern approach has been newly proposed, which promises to allow instructors to select, via a GUI,
fine-grained comparison criteria for each output token without writing code or scripts. The approach is still under
development, and further work is necessary to evaluate its potentials.

In practice, instructors usually use not just one strategy, but a combination of strategies. For example, some
systems adopt unit testing frameworks and at the same time allow the use of regular expressions, and the instructor
may also specify adequate details of program specification to avoid misunderstanding. Currently, instructors still
spend great effort in dealing with the output correctness determination problem. Hopefully, the undesirable
pedagogical consequences due to the problem, as well as the effort spent by instructors, can be significantly reduced
with the adoption of the new token pattern approach.
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The development of QTI-based dynamic assessment management system and its science
experiment
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Abstract: In order to facilitate the teachers to understand the learner’s developmental potential and promote the
student’s learning effect, this study employed the web technology to develop a QTI-based dynamic assessment
management system (DAMS for short). To investigate the learning effect of dynamic assessment under DAMS, this study
adopted the Solomon-four-group design, employed gradual prompting strategy, and conducted an experiment for
learning simple mechanism concept. The subjects were 121 sixth graders. The results indicates that (1) the scores of
simple mechanism concept of treatment group were better than that of control group significantly, and (2) the gain
scores of low achievers in the treatment group were better than that of control group more significantly.

Keywords: QTI, dynamic assessment, simple mechanism concept, multimedia intervention materials.
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The Development and validation of the Computerized Motor Skill Testing System
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Abstract: This study developed a computerized motor skill test system. After finish the system, the system will be tested
the reliability and the validity , and will be compared with the motor skills tests of the GATB test. Finally will create a
system norm. The motor skill testing system use the Wii remotes as testing interface. The Wii remotes are able to detect
human movement, especially the hand movements, and send data immediately into computer. Thus, system could
analyze subject’s motor skills. The computerized motor skill test system will be used as a junior high school student s

careers guidance tool. In the hope that can be helpful to junior high school students.

Keywords: Motor skills, Computerized test
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An Analysis and Trend of the Research of Learning Portfolio Assessment
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Abstract: This study surveyed 162 theses related to Learning Portfolio Assessment in electronic dissertations and
theses system in Taiwan from 1995 to 2008 to identify research topics of this field and concluded the current status of
this field. The coding schemes developed in this study include: publish year,field, topic, educational level, subject,
Content analysis was applied in this study, and the coding structure was used to analyze the data. Finally, the
discussion and trend was proposed to discuss the research process of Learning Portfolio Assessment in Taiwan
Keywords: Learning portfolios ~ Portfolios Assessment ~ Literature Analysis
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Developing a Motivation for Online Reading Scale (MORYS)
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[F&] A7 i2pahthill- PEFRAE R DR B &P E L (Motivation for
Online Reading Scale, MORS) » s i* £ 4| A BAF I Z 2 R B EM - 277 %
Bz RIBRFAFWELELE T L4 Be R AU SN v TR AR
B B O R R R R R PR F RS

[MeEx] RAFH @ RFAFH S RAFBEL R RFHPLL

Abstract: The purpose of the research is to develop a motivation for online reading scale with validity and reliability.
Based on the motivation for reading questionnaire (MRQ); and the characteristics of online reading, a
motivation for online reading scale developed by this study consisted of 14 dimensions: community interaction, feedback,
convenience, performance, recommendation, fantasy, reading efficacy, compliance, enjoyment, avoidance, recognition,
challenge, reflection, and curiosity.

Keywords: reading motivation, motivation for online reading, motivation for reading questionnaire, motivation for
online reading scale
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The Development of Digital Learning Content for Individual Instruction — using the “round
number and estimation” unit in Sth grade as an example
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Abstract: In this research, a hybrid method of computerized adaptive test and individual remedial instruction is
proposed. The computerized adaptive testing algorithm is based on students’item structure and the individual remedial
instruction is designed by experts’ knowledge structure and students’ item structure. Computerized adaptive test is first
administrated for diagnosing individual students learning profile. Based on this profile, the adaptive individual
remedial instruction process is constructed and administrated. The difference of pre-test and post-test shows that the
proposed method can help students to improve their learning situations.

Keywords: Computerized Adaptive Test, Individual Remedial Instruction, Round Number and Estimation
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Abstract: The aim of this study was to develop a Web-Base Assessment System for Photography, formative evaluation
was used in which as the method, of using Photography Work Assessment And gauge (Wu, 2009) in support for
instructor save time of evaluate the photography-related courses opus for students. The main result showed that most
specialty have optimistic view and feel satisfying about Web-Based Assessment System of interface design, system
function and whole satisfying. In other words, the characters of this system have to easy manage, easy review, easy
conduct, quickly evaluate and high supportive, which support for instructor save time of evaluate the
photography-related courses opus for students. In the future, we will use examine to assess the system.

Keywords: Online Assessment, Photography Course, The Assessment of Photography, Formative Evaluation
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Reducing the Impact of Inappropriate Items on Reviewable CAT

Yung-Chin Yen, Rong-Guey Ho, Li-Ju Chen, and Wen-Wei, Liao
Graduate Institute of Information and Computer Education, National Taiwan Normal University
scorpio@ice.ntnu.edu.tw, hrg@ntnu.edu.tw, ljchen@ice.ntnu.edu.tw, abard@ice.ntnu.edu.tw

Abstract: The underlying hypothesis of reviewable CAT was that after rereading or rethinking an item, the examinees
might correct the careless mistake they made. However, changing the answer of one item in CAT might cause the
following items no longer appropriate for estimating the examinee’s ability. These inappropriate items in a reviewable
CAT may introduce bias in ability estimation and decrease precision. This study attempted to evaluate the performance
of four-parameter logistical (4PL) model by comparing it with three-parameter logistical (3PL) model and utilizing it to
reduce the impact of inappropriate items on reviewable CAT.

Keywords: IRT, reviewable CAT, upper asymptote parameter, 4PL IRT model, rearrangement procedure

1. Introduction

The underlying hypothesis of reviewable CAT was that after rereading or rethinking an item, the examinees might
correct the careless mistake they made. This hypothesis afterwards led to the fact that even high-ability students may on
occasion miss items that they should have answered correctly. However, changing the answer of one item in CAT might
cause the following items no longer appropriate for estimating the examinee’s ability. These inappropriate items in a
reviewable CAT may introduce bias in ability estimation and decrease precision. The same situation was also seen in
traditional CAT. In virtue of the underlying characteristics of the traditional IRT model and the item selection method,
an examinee’s ability would be considerably underestimated if he/she missed early items. To cope with the
underestimation problem, Barton and Lord (1981) proposed the four-parameter logistical (4PL) IRT model allowing a
high-ability student to miss an easy item without having his ability drastically lowered. This study attempted to compare
the performance of 4PL and 3PL (three-parameter logistical) IRT model and tried to implement 4PL model as solution
for inappropriate items confronted in reviewable CAT.

2. Literature Review

Item response theory was a family of mathematical descriptions describing what happens when an examinee
meets an item. According to the number of item parameter, IRT model can be generally classified into three widely used
categories: one-parameter logistic (1PL) model, 2PL model, and 3PL model.

2.1. One-, two-, and three-parameter logistical IRT model

In 1PL model, the probability that an examinee with ability  can answer an item with difficulty b correctly can be
expressed as B, (6) =1/(1+exp[(€—b)]) where D is a scaling factor whose value is 1.702. The mathematical
form of the 2PL model could be written as P, ,, () =1/(1+exp[—Da(6 —b)]) while the new parameter a in 2PL
model is called the discrimination parameter which allowing an item to discriminate differently among the examinees.
The probability of P, ,, (6) ranges from zero to one as 6 goes from -oo to .

On a multiple-choice test, however, the probability of choosing the correct answer does not approach zero for
low-ability students (Barton & Lord, 1981). Even an examinee who knew nothing still had a one-out-of-four chance to
choose the correct answer in a multiple choice test with four options (Yen, Ho, Chen, Chou, & Chen, in press).
Birnbaum (1968) introduced a guessing parameter ¢ to handle the situation in which examinees either guess totally
randomly or answer on the basis of their knowledge. The resulting 3PL model is P, (6) =c+(1—c)P,,, ().

2.2. Four-parameter logistical IRT model

To address examinees’ careless mistakes in CAT, Barton and Lord (1981) proposed the 4PL IRT model which
introduced an upper asymptote, expressed by the Greek letter delta (o), into the 3PL model:
P, (0)=c+(0—c)P,,, (0). While P,,, (6) ranges from zero to one, P, ,, (€)ranges from the lower

asymptote, c, to the upper asymptote parameter, o, for item-specific “carelessness”. To evaluate the effect of the upper
asymptote on ability estimation, Rulison and Loken (2009) conducted two CAT simulation experiments to compare 3PL
model with 4PL model in regard to estimation bias and root mean square error (RMSE) for high-ability students with a
poor start (an examinee missed the first two items). According to Rulison and Loken’s study, using 4PL model (& = 0.98)
can lower bias and RMSE for high-ability student with a poor start. In other words, 4PL IRT model proposed examinees
an opportunity to recover from inappropriate responses in CAT.

2.3. Traditional Solutions for Reviewable CAT

The term “item review” in testing contexts referred to administrative rules that allowed examinees to change their
responses to previously answered items. Prior research has shown that the examinees tend to increase their test scores
when they are allowed to revise their answers. In a CAT, however, it was often assumed that examinees should not be
allowed to review previous items and change answer. The reasons for this range from the bias in ability estimation, the
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potential to obtain artificially inflated scores, reduced testing efficiency, item dependence, to extra complexity in the
item selection algorithm.

Vispoel, Hendrickson, and Bleiler (2000) proposed the limiting answer review and change procedure that allowed
reviewing and changing within successive m-item blocks. In this procedure, examinees were only allowed to review
and change answers within the recent block. If an examinee was answering the items in block j, he/she was not allowed
to review the items in the previous blocks. According to their study, this procedure can overcome the examinees’
cheating strategies in reviewable CAT without diminishing estimation precision.

Another solution referred to dropping inappropriate items in reviewable CAT. Papanastasiou (2002) proposed the
rearrangement procedure which rearranged and skipped certain items to better estimate the examinees’ abilities for a
reviewable CAT. Three types of answer changing caused the rearrangement procedure in ability estimation. Type 1
change involves changing answers from incorrect to incorrect which do not need re-estimating ability. The second type
involves changing answers from incorrect to correct and it would result in item skipping in the rearrangement
procedure. The third type is to change answers from correct to incorrect and it would also result in item skipping in the
rearrangement procedure.

The underlying hypothesis of reviewable CAT led to the fact that high-ability students may on occasion miss items that
they should have answered correctly. However, almost all previous reviewable study was conducted based on traditional
CAT assumed that a high-ability student should answer an easy question with probability approaching one. The
underlying hypothesis of reviewable CAT was consistent with the principle of 4PL model. Besides, the 4PL model may
propose examinee an opportunity to recover from the inappropriate responses which introduced by reviewing and
changing answer in reviewable CAT. In the present study, therefore, the effect of 4PL model and the rearrangement
review solution on reducing estimation bias was investigated.

3. Method

Three experiments will be conducted in this study. The first two experiments, a simulation (experiment 1) and an
empirical one (experiment 2), focused on a study of evaluating the effect of upper asymptote on CAT by comparing the
measurement precision and efficiency of 3PL and 4PL IRT model under both simulation and empirical conditions; the
third one focused on the study of comparing the performance of 4PL and rearrangement on reducing the estimation bias
introduced by inappropriate items on reviewable CAT.

In experiment 1, 200 simulees sampled from all 13000 simulated examinees will take the following four different
versions of CAT: P3CAT (3PL CAT with poor start), PACAT (4PL CAT with poor start), N3CAT (normally administered
3PL CAT), and N4CAT (normally administered 4PL CAT). The estimation precision and efficiency of these four CATs
will be compared to investigate the performance of 3PL and 4PL on estimation precision and efficiency. Experiment 2
tries to investigate the same questions with empirical examinees and item bank.

In experiment 3, same examinees as experiment 1 will be randomly assigned into following four different CATSs:
R3CAT (3PL reviewable CAT), RACAT (4PL reviewable CAT), RR3CAT (3PL-based reviewable CAT implementing
rearrangement procedure), and RR4CAT (4PL-based reviewable CAT implementing rearrangement procedure). This
purpose of this experiment is to compare the performance of 4PL IRT and rearrangement procedure on reducing the
inappropriate-items effects introduced by reviewable CAT.

4. Conclusion

All three experiments are under development and the final result will be given later. If the experiments results
support our hypothesis, the 4PL model should attract more attentions and be applied not only in reviewable CAT, but
also in other testing contexts.
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Abstract: Two drawbacks exist in conventional Tang Poetry instruction. First, traditional instruction using explanation
and recitation may achieve the cognitive and technical objectives. But the affective objective may not be fulfilled.
Second, restricted by the immature ability to express their feelings, elementary-school children’s intention can not be
easily understood by the teachers. This work proposes Ontology-based formative assessment and applies this technique
to ubiquitous Tang poetry instruction in outdoors. Experimental results show that the learning performance of students
are improved using this approach. Also, Surveys show that this system can help teachers understand learners' status
about the poems.

Keywords: e-Learning, Ubiquitous learning, Tang poetry instruction, Ontology, Formative assessment
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